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•  

Field scale problem

• Typical job size
• HPRC Cluster: Ada
• Software: Julia, MPI, LIS, and METIS
• Cores: 128
• Memory: 2560 MB per processors
• Run time: 2 hours
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Simulation Results and Validation
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 Cumulative Mass of released methane gas

Mass rate of the CH4 gas release from hydrate 
dissociation in the 2D field scale problem

Cumulative mass of the CH4 gas released from 
hydrate dissociation in the 2D field scale problem

Reference: TOUGH_HYDRATE v1.5, Moridis (2014)
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Simulation Results
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Spatial Distribution of Pressure Spatial Distribution of Gas Phase Saturation

Pressure distribution in the well vicinity at the end 
of simulation in the 2D field scale problem

Gas saturation distribution in the well vicinity at the 
end of simulation in the 2D field scale problem

Reference: TOUGH_HYDRATE v1.5, Moridis (2014)

Depressurization works and gas is evolved 
around the well
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Computational Performance
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Total Elapsed Time Speed up and Efficiency

The relationship between total elapsed time and number 
of processors in the study of field scale problem

The relationship between speed up, efficiency and 
number of processors in the study of the study of 
filed scale problem
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Summary
• The JFTS+H simulator was developed to model the coupled 

flow, thermal/thermo-dynamics and chemical processes 
associated with the formation and dissociation of hydrate in 
geologic media.

• The JFTS+H code has been validated against the 
TOUGH+HYDRATE v1.5 simulator.

• The JFTS+H simulator can simulate field-scale problems of gas 
production from hydrate deposits.

• Analysis and evaluation of the computational performance of 
JFTS+H shows conclusively that the MPI-based parallel version 
of the code delivers a significant and scalable speed-up.
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