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High Performance Research Computing

Our Mission:
● Provide computing resources
● Provide consulting, technical 

guidance, and training to support 
researchers

● Collaborate on computational and 
data-enabled research

https://hprc.tamu.edu
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HPRC Services
● Free of charge to all faculty, postdocs, research staff, students and 

external collaborators
● Computing cycles for research - campus, regional and national.  

Application is required for access
● User Services

○ Helpdesk: New user start-up assistance and general support
○ Training: Short Courses, Workshops, & YouTube videos
○ Advanced Support: Software and research consulting

■ Expertise in many science and engineering research domains
● Research collaborations around cyberinfrastructure technologies
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https://hprc.tamu.edu
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High Performance Research Computing Clusters

Total Nodes 
(Cores) 925 (44,656) 307 (8,512) 24 (1,120)

General Nodes
48 cores
384GB 

28 cores
64GB

40 cores
192 GB

Features
GPUs 

(A100, RTX 6000, T4) 
Large Memory Nodes

GPUs (K80, V100)
KNL

Compliant Computing
GPUs (V100) 

Large Memory Nodes

Interconnect HDR100 InfiniBand Omni-Path 40Gb Ethernet

Global Disk
(raw) 8.9 PB 7.4 PB 2 PB 

Grace Terra

https://hprc.tamu.edu/resources

ViDaL
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HPRC Account Allocations

https://hprc.tamu.edu/policies/allocations.html
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Students & Postdoctoral researchers 
can apply for a Basic allocation.

PIs can apply for a Startup or Research 
allocation and sub-allocate SUs to their 
researchers.

GRADUATE

PI

UNDERGRAD POST-DOC

https://hprc.tamu.edu
https://hprc.tamu.edu/policies/allocations.html
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HPRC Account: PI Eligibility
Only active faculty members and permanent research staff (subject to HPRC-RAC Chair 
review and approval) of Texas A&M System Members headquartered in Brazos County can 
serve as a PI.  

Adjunct and Visiting professors can use HPRC resources as part of a sponsoring PI’s group

Note that:

● A PI can have more than one allocation
● A researcher (student) can work on more than one project and with more than one PI

https://hprc.tamu.edu/policies/allocations.html

https://hprc.tamu.edu
https://hprc.tamu.edu/policies/allocations.html


High Performance Research Computing | hprc.tamu.edu

Special Requests

● Dedicated Use
○ Requests for dedicated cluster use require the approval of the Director. 

● Special case allocations
○ 20% of common SUs are reserved for special case assignments
○ Example special case assignments

■ working with HPRC staff on new capabilities of general value to research 
communities 

■ new faculty startup
■ operations that go beyond normal research projects

○ Granted by the Director or the VPR. 

● Committed Allocations
○ PIs can purchase dedicated HPRC infrastructure via the “condo” mechanism
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https://hprc.tamu.edu
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HPRC Training Short Courses
https://hprc.tamu.edu/training
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Primers: 

Linux
HPRC Clusters
Data Management
SLURM
Jupyter Notebook

Technology Lab:

Using AI Frameworks 
in Jupyter Notebook

 

Short Courses: 

NGS Analysis
NGS Metagenomics
NGS RADSeq/GBS
NGS Assembly
HPRC Galaxy
Linux
R
Perl
Fortran
OpenMP
MPI

Short Courses: 

Python
Scientific Python
PyTorch
TensorFlow
MATLAB
Scientific ML
Julia
CUDA
Drug Docking
Quantum Chemistry
and more...

https://hprc.tamu.edu
https://hprc.tamu.edu/training
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YouTube training videos
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Advanced Support Program

HPRC scientists  can contribute expertise on 
computational research projects. 

● Software development for research workflows
● Developing GUIs and apps for research projects 
● Porting applications to HPRC clusters     
● Code development, optimizing and analysis 
● Leveraging mathematical libraries    
● Workflow automation in scientific processes

Please send us an e-mail at help@hprc.tamu.edu.

NSF award #1925764, CC* Team: SWEETER -- SouthWest Expertise in 
Expanding, Training, Education and Research and NSF award # 2112356, 
ACSS: ACES - Accelerating Computing for Emerging Sciences.

       Bring Your Own Genome

● Work one-on-one with            
Dr. Wesley Brashear!

● Wednesdays 3 PM to 4:30 PM
● In-person or via zoom
● It's for FREE!
● Register at 

https://u.tamu.edu/byog   

https://hprc.tamu.edu
https://hprc.tamu.edu/user_services/consulting.html#asp
https://u.tamu.edu/byog
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Documentation
https://hprc.tamu.edu/wiki

12

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki


High Performance Research Computing | hprc.tamu.edu

 https://hprc.tamu.edu/wiki/BioinformaticsHPRC NGS Documentation

⋮ ⋮ ⋮

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki/Bioinformatics
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3,300+ Software Modules!
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https://hprc.tamu.edu
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Running Bioinformatics Toolkits
            HPRC Portal                                    Linux command line                      HPRC Maroon Galaxy     

● Linux and slurm
● Bioinformatics template 

scripts 
● Need SSH client on your 

computer 

● Web-based
● Software tools usable as a GUI 

or linux command line
● Best for GUI apps: 

○ RStudio
○ IGV

● Web-based
● Many software tools are 

available
● First apply for an HPRC 

account then request a Galaxy 
account

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki/SW:Galaxy
https://hprc.tamu.edu/apply/
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https://portal.hprc.tamu.edu

HPRC Portal 

Open OnDemand 
(OOD) Portal is an 
advanced web-based 
graphical interface for 
HPC users.

HPRC Portal 
YouTube tutorials
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Interactive Apps: 
launch R and 
more right in your 
browser.

https://hprc.tamu.edu
https://portal.hprc.tamu.edu
https://www.youtube.com/c/TexasAMHPRC/search?query=portal
https://www.youtube.com/c/TexasAMHPRC/search?query=portal
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HPRC Portal 
Toolbox

● Cluster statistics
● Allocations
● Disk quotas
● Jobs 

https://hprc.tamu.edu
https://portal.hprc.tamu.edu
https://portal.hprc.tamu.edu
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HPRC Portal - Interactive Apps 
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https://hprc.tamu.edu/wiki/SW:Galaxy

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki/SW:Galaxy
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● GCATemplates resource provides 
numerous template job scripts 

● Template scripts connect to 
software modules 

● Templates are configured with 
small sample datasets that you 
can run for testing 

HPRC Genomic Computational Analysis Templates 

https://hprc.tamu.edu
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commands.txt:

./blastn …

./blastn …

./blastn …

./blastn …

./blastn …

HPRC TAMULauncher
tamulauncher provides a convenient way to run a large 
number of serial or multithreaded commands without the 
need to submit individual jobs or a Job array.

compute node 1

compute node 2

compute node 3

compute node 4

…….

tamulauncher

⋮ ⋮ ⋮

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki/SW:tamulauncher
https://hprc.tamu.edu/wiki/SW:tamulauncher
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Data Transfer Options
● Use HPRC’s fast transfer nodes for high-speed transfers
● For small files of less than 2GB

○ Use HPRC’s web-portal 
○ HPRC Galaxy for bio-researchers
○ MobaXterm from your computer
○ BaseMount copy files from your Illumina BaseSpace account to 

Grace
●  For large files sized hundreds of GB to greater than 1TB

○ Globus Connect website 
○ ftp transfer for HPRC Galaxy 

 For more details and options please visit https://hprc.tamu.edu/wiki/HPRC:File_Transfers 

https://hprc.tamu.edu
https://hprc.tamu.edu/wiki/Ada:Fast_Data_Transfer
https://portal.hprc.tamu.edu/
https://hprc.tamu.edu/wiki/SW:Galaxy
https://hprc.tamu.edu/wiki/HPRC:MobaXterm
https://hprc.tamu.edu/wiki/SW:BaseMount
https://hprc.tamu.edu/wiki/SW:GlobusConnect
https://hprc.tamu.edu/wiki/SW:Galaxy#Uploading_Files_.3E_2GB_via_FTP_to_Maroon_Galaxy
https://hprc.tamu.edu/wiki/HPRC:File_Transfers
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Deep Learning in 
Genomics

● Deep Learning

Zou, J., Huss, M., Abid, A. et al. A primer on 
deep learning in genomics. Nat Genet 51, 12–18 
(2019) doi:10.1038/s41588-018-0295-5

Training Data DL Algorithm

Model Test Data

Step 1: Training

Step 2: Testing

DragoNN DragoNN provides a toolkit to learn how to 
model and interpret regulatory sequence 
data using deep learning.

Kipoi Kipoi is an API and a repository of 
ready-to-use trained models for genomics.

● Deep Learning Libraries for Genomics

https://hprc.tamu.edu
https://kundajelab.github.io/dragonn/
https://kipoi.org/
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● NSF: ACES ($6M + $1M/year for 5 years)
● NSF MRI: FASTER ($3.09M + $1.32M TAMU match)
● Texas Virtual Data Library (ViDaL, $1.4M)
● NSF CyberSEES: Coastal Resilience Collaboratory (Subaward $100K )
● NSF Frontera (Campus Bridging, Subaward $500K)
● NSF CC*: Improve Campus Network at PVAMU (Subaward $65K)
● NSF CC*: SWEETER ($1.43M)
● NSF CC*: BRICCs ($250K) 
● NSA GenCyber Summer Camps ($80K, 2019, 2020 )
● Texas Workforce Commission (TWC, $63K, 2019, 2021)
● NSF CyberTraining: CiSE-ProS ($532K) 
● NSF CyberTraining: CMS3 ($499K)
● THECB ($301K) & THECB with UTRGV  (Subaward $100K)
● Texas Workforce Commission ($40.6K, 2022) 

Funded Grants Since 2017 

https://hprc.tamu.edu
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Containers and Cloud

25
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● composable software-hardware approach 
● 184-Intel Ice Lake nodes (11,520-core) with 

InfiniBand.  (64-core, 256GB memory, and 
3.84TB NVMe disk per node)

● NVIDIA GPUs: 200x T4, 40x A100, 10x A10, 4x 
A30, and 8x A40 GPUs

● Each node can compose up to 20 GPUs.

NSF MRI FASTER
Fostering Accelerated Scientific 
Transformations, Education, and Research
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This project is supported by NSF award #2019129

https://hprc.tamu.edu
https://www.nsf.gov/awardsearch/showAward?AWD_ID=2019129&HistoricalAwards=false
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NSF ACES - Accelerating Computing for Emerging Sciences 
(Spring 2022)

Component Quantity Description
Allocatable resources   Total cores: 11,520,  512 GB memory/node

Graphcore IPU 16 16 IPUs direct-attached to a server

Future Intel Agilex FPGA 
replacement
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Agilex FPGA with a broad hierarchy of memory 

NextSilicon coprocessor 20 Reconfigurable accelerator

NEC Vector Engine 24 Vector computing card and HBM2 memory

Intel Ponte Vecchio GPU 100 Intel GPU for HPC, DL Training, AI Inference

Liqid Intel Optane PCIe SSDs 6 3 TB PCIe SSD cards addressable as memory 
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This project is supported by NSF award #2112356

https://hprc.tamu.edu
https://www.graphcore.ai/products/ipu
https://www.intel.com/content/www/us/en/products/details/fpga/agilex.html
https://www.nextsilicon.com/home
https://www.necam.com/VectorEngineProcessor/
https://www.liqid.com/products/liqid-elements/storage-class-memory/element-lqd4900
https://www.nsf.gov/awardsearch/showAward?AWD_ID=2112356
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Partnering on Outreach
Leverage our programs to strengthen your broader impacts

● Teach a short course on computing to the TAMU community

● Participate as an instructor in the Summer Computing 
Academy program camps for middle and high school students

● Join the the NSF SWEETER CyberTeam to explore 
computing-driven research and educational partnerships with 
universities in Texas, New Mexico and Arizona 

● Participate in our NSF BRICCs community to support research 
computing at smaller institutions and community colleges 

● Make your computing products available on the NSF ACES, NSF 
FASTER, and NSF Frontera machines
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https://hprc.tamu.edu

HPRC Helpdesk:

help@hprc.tamu.edu
Phone: 979-845-0219
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