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High Performance Research Computing
An interdisciplinary research environment that 

advances computational and data-enabled sciences, 
engineering, and scholarship

Our Mission:
● Enable research and discoveries that advance science 

and technology.
● Enable computational and data-enabled research 

activities of students, faculty, and staff at Texas A&M 
University.

● Provide consulting, technical documentation, and 
training to support users of these resources.
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HPRC Services
● Free of charge to all faculty, research staff, students and external 

collaborators
● Computing cycles and networking for researchers
● Application is required for access
● Staff consists of 15 professionals and 8 student workers
● User Services

○ Helpdesk: New user start-up assistance and general support
○ Training: Short Courses, Workshops, & YouTube videos
○ Advanced Support: Software installation and consulting

■ Expertise in many science and engineering research domains
● Access to state and national advanced computing resources
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High Performance Research Computing Clusters

Total Nodes 
(Cores) 864 (17,596) 307 (8,512) 24 (1,120) 925 (44,656)

General Nodes
20 cores

64GB 
28 cores

64GB 
40 cores
192 GB

48 cores
384GB

Features
GPUs (K20)

Phi
Large Memory Nodes

GPUs (K80, V100)
KNL

Compliant Computing
GPUs (V100) 

Large Memory Nodes

GPUs 
(A100, RTX 6000, T4) 

Large Memory Nodes

Interconnect FDR10 InfiniBand Omni-Path 40Gb Ethernet HDR100 InfiniBand

Global Disk
(raw) 5.6 PB 7.4 PB 2 PB 8.9 PB 

TerraAda* ViDaL

https://hprc.tamu.edu/resources

Grace†
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*Retiring in Spring 2021 †Testing and early user onboarding

https://hprc.tamu.edu/resources
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HPRC Training Short Courses
https://hprc.tamu.edu/training
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Primers: 

Linux
HPRC Clusters
Data Management
SLURM
Jupyter Notebook

Technology Lab:

Using AI Frameworks 
in Jupyter Notebook

 

Short Courses: 

NGS Analysis
NGS Metagenomics
NGS RADSeq/GBS
NGS Assembly
HPRC Galaxy
Linux
R
Perl
Fortran
OpenMP
MPI

Short Courses: 

Python
Scientific Python
PyTorch
TensorFlow
MATLAB
Scientific ML
Julia
CUDA
Drug Docking
Quantum Chemistry
and more...

https://hprc.tamu.edu/training
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YouTube training videos

https://www.youtube.com/texasamhprc
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Advanced Support Program
HPRC offers collaborations in research projects with a large computational component. 
Under the ASP, one or more HPRC analysts will contribute expertise and experience in 
several areas of high performance computing in a sustained and focused way. 

● Porting applications to our clusters     
● Optimizing and analyzing serial code performance
● Developing parallel code from serial versions and analyzing performance
● Optimizing serial and parallel I/O code performance
● Assisting in the optimal use of mathematical libraries    
● Assisting with code development and design    
● Assisting with the improvement of workflow automation in scientific processes

If you are interested in a collaboration through our ASP program, please send us an e-mail at 
help@hprc.tamu.edu.

ASP is supported in part by NSF award #1925764, CC* Team: SWEETER -- SouthWest 
Expertise in Expanding, Training, Education and Research.

https://hprc.tamu.edu/user_services/consulting.html#asp
https://hprc.tamu.edu/user_services/consulting.html#asp
https://hprc.tamu.edu/user_services/consulting.html#asp
https://hprc.tamu.edu/user_services/consulting.html#asp
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Documentation
https://hprc.tamu.edu/wiki

https://hprc.tamu.edu/wiki
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Available Software Modules

https://hprc.tamu.edu/wiki/SW:Modules

https://hprc.tamu.edu/software/terra

https://hprc.tamu.edu/wiki/SW:Modules
https://hprc.tamu.edu/software/terra
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Images: https://www.dealii.org/code-gallery.html

mla command to quickly search for 
installed  software:

[mouse@terra3 ~]$ mla mumps
Using /home/mouse/module.avail.terra
MUMPS/
MUMPS/5.0.1-intel-2017b-parmetis
MUMPS/5.0.1-intel-2017b-metis
MUMPS/5.1.2-intel-2017b-parmetis
MUMPS/5.1.2-intel-2017b-metis
MUMPS/5.2.1-foss-2018b-metis
MUMPS/5.2.1-foss-2019a-metis-seq
MUMPS/5.2.1-foss-2019a-metis
MUMPS/5.2.1-foss-2019b-metis
MUMPS/5.2.1-foss-2020a-metis
MUMPS/5.2.1-intel-2019a-metis-seq
MUMPS/5.2.1-intel-2019a-metis
MUMPS/5.2.1-intel-2019b-metis
MUMPS/5.2.1-intel-2020a-metis

Compilers: C++, Fortran, 
intel, gnu, ...
openmpi, intelmpi
Python
Matlab
Paraview
Visit
Deal.II
FFTW
ScaLAPACK
Gmsh
MUMPS
METIS
p4est
PETSc
SLEPc
Trilinos
...

Available Software Modules
https://hprc.tamu.edu/wiki/SW:Modules

https://www.dealii.org/code-gallery.html
https://hprc.tamu.edu/wiki/SW:Modules
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HPRC Portal 

HPRC Portal 
YouTube tutorials

Open OnDemand 
(OOD) Portal enables 
advanced web and 
graphical interface for 
HPC users.

https://portal.hprc.tamu.edu
https://www.youtube.com/c/TexasAMHPRC/search?query=portal
https://www.youtube.com/c/TexasAMHPRC/search?query=portal
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HPRC Open OnDemand Portal
https://portal.hprc.tamu.edu 

Run GUI based software.  You can start an interactive job, close your browser,log out of 
your computer and login later on the same or different computer to continue working on 
your interactive job.

https://portal.hprc.tamu.edu


Texas A&M University   High Performance Research Computing   https://hprc.tamu.edu

Advantages of Using the HPRC Portal

Create, delete, copy, edit, rename upload and 
download files and directories on the HPRC clusters 
using a web browser.  Transfer files between your 
local computer and the HPRC clusters. Access the command line 
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HPRC TAMULauncher
https://hprc.tamu.edu/wiki/SW:tamulauncher

tamulauncher provides a convenient way to run a large number of serial or multithreaded 
commands without the need to submit individual jobs or a Job array.

#!/bin/bash
#SBATCH --export=NONE
#SBATCH --job-name=prog
#SBATCH --time=1-00:00:00
#SBATCH --nodes=10
#SBATCH --ntasks-per-node=7
#SBATCH --cpus-per-task=4
#SBATCH --mem=56G
#SBATCH --output=stdout.%j
#SBATCH --error=stderr.%j

tamulauncher commands.txt

run 7 commands 
per node with 
each command 
using 4 cores. 
Requesting all 28 
cores reserves 
entire node for 
your job

commands.txt:

. /prog1

./prog2

./prog3

./prog4

./prog5

. . . . .

compute node 1

compute node 2

compute node 3

compute node 4

…….

tamulauncher 
commands.txt

https://hprc.tamu.edu/wiki/SW:tamulauncher
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https://hprc.tamu.edu/apply

https://hprc.tamu.edu
https://hprc.tamu.edu/apply
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HPRC Account Allocations

https://hprc.tamu.edu/policies/allocations.html
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Graduate Students & Postdoctoral 
researchers can apply for a Basic 
allocation.

PIs can apply for a Startup or Research 
allocation and sub-allocate SUs to their 
researchers.

GRADUATE

PI

UNDERGRAD POST-DOC

https://hprc.tamu.edu/policies/allocations.html
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HPRC Account: PI Eligibility
For the purpose of HPRC allocations, only active faculty members and permanent research 
staff (subject to HPRC-RAC Chair review and approval) of Texas A&M System Members 
headquartered in Brazos County can serve as a PI.  

Adjunct and Visiting professors do not qualify themselves, but can use HPRC resources as part 
of a sponsoring PI’s group.

Note that:

● A PI can have more than one allocation.
● A user can work on more than one project and with more than one PI

https://hprc.tamu.edu/policies/allocations.html

https://hprc.tamu.edu/policies/allocations.html
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Special Requests

● Dedicated Use
○ Requests for dedicated cluster use require the approval of the Director. 
○ To initiate the process, please send e-mail to the HPRC help desk at 

help@hprc.tamu.edu 
● Special case allocations

○ 20% of common SUs are reserved for special case assignments
○ Example special case assignments

■ working with HPRC staff on new capabilities of general value to research 
communities across campus

■ new faculty startup
■ other operations that go beyond normal research projects

○ Granted by the Director or the VPR. 
● Committed Allocations

○ PIs who have contributed to the HPRC infrastructure via the “condo” contributions will also 
have committed allocations related to their contributions which are outside the common 
pool.
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https://hprc.tamu.edu/policies/allocations.html

https://hprc.tamu.edu/policies/allocations.html
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Terra: Examples of SUs charged based on
Job Cores, Time and Memory Requested

A Service Unit (SU) on Terra is equivalent to one core or 2 GB memory usage for one hour.

Number of 
Cores

GB of memory 
per core

Total Memory 
(GB)

Hours SUs charged

1 2 2 1 1

1 3 3 1 2

1 56 56 1 28

28 2 56 1 28

GPU jobs are are charge 28 SUs per hour
Unused SUs expire at the end of each fiscal year (Aug 31) and must be renewed
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hprc.tamu.edu/wiki/HPRC:AMS:Service_Unit

https://hprc.tamu.edu/wiki/HPRC:AMS:Service_Unit
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HPRC Cluster Queues
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[mouse@terra2 ~]$ sinfo
PARTITION     AVAIL  TIMELIMIT    JOB_SIZE    NODES(A/I/O/T)   CPUS(A/I/O/T)       
short*        up     2:00:00      1-16        254/1/1/256      5428/1712/28/7168   
medium        up     1-00:00:00   1-64        254/1/1/256      5428/1712/28/7168   
long          up     7-00:00:00   1-32        254/1/1/256      5428/1712/28/7168   
gpu           up     3-00:00:00   1-48        24/26/0/50       617/775/0/1392      
vnc           up     12:00:00     1           22/26/0/48       569/775/0/1344      
xlong         up     21-00:00:00  1-32        254/1/1/256      5428/1712/28/7168   
low_priority  up     1-00:00:00   1-infinite  276/27/1/304     5997/2487/28/8512   
special       up     7-00:00:00   1-infinite  276/27/1/304     5997/2487/28/8512   
knl           up     7-00:00:00   1-8         0/12/4/16        0/840/280/1120  

https://hprc.tamu.edu/wiki/Terra:Batch_Processing_SLURM
https://hprc.tamu.edu/training/slurm.html

https://hprc.tamu.edu/wiki/Terra:Batch_Processing_SLURM
https://hprc.tamu.edu/training/slurm.html
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FASTER
Fostering Accelerated Scientific 
Transformations, Education, and 
Research

Available summer 2021

● Equipped with NVIDIA A100, and T4/T4-Next GPUs for AI/DL/ML 
workloads.  Each node can access 16+ GPUs.

● Adopts the innovative LIQID composable software-hardware 
approach combined with cutting-edge technologies.

● Funded by NSF MRI grant #2019129 ($3.09M + $1.32M TAMU match)
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HPRC Helpdesk:

help@hprc.tamu.edu
Phone: 979-845-0219

Help us help you.  Please include details in your request for support, such as, Cluster 
(Grace, Terra, Ada, ViDAL), NetID (UserID), Job information (Job id(s), Location of your 
jobfile, input/output files, Application, Module(s) loaded, Error messages, etc), and 
Steps you have taken, so we can reproduce the problem.
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